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Abstract

Stock price prediction has always seek attraction of investors
because of the financial benefit and complex nature of market. In this
paper, we have studied the trend of Shirpur gold refinery daily stock data
from 2010 to 2017. We propose a study on the effectiveness of Box-
Jenkins methodology with Akaike Information Criterion (AIC) and BIC on
Shirpur Gold Refinery. This was carried out by studying stationarity of the
trend with the help of augmented dickey fuller test. Using Box-Jenkins
methodology, prediction of stock index was studied based on data taken.

Keywords: AIC (Akaike Information Criterion, BIC (Bayesian Information
Criterion), WAP, Difference-WAP,ACF, PACF, Standard Error.

Introduction

A time series can be define as a data collected at uniform time
interval of consecutive point of time. It is an important part in statistics
which analyze the nature of the data and helps in predicting or forecasting
values of the series based on those characteristics. Prediction will always
continue to attract researchers as well as investors in order to improve
existing predictive models and profit gaining respectively. One can allow
making investment decisions and developing effective strategy for profit
gaining investment which everyone seeks for. Due to complex nature and
factors affecting to stock market, sometimes it become difficult task to
predict stock prices. Stock market can be termed as organized trading of
securities through the various physical and electronic exchanges. It is the
most essential areas of a market economy because investors can buy
ownership of company by owning shares as well as company can access
capital from market. By buying shares of ownership, investors stand to
possibly gain money by profiting from companies future prosperity.
Although there are millions to be gained by buying shares and them for a
profit, not all investors are successful in gaining a return on their
investment and even fewer are successful in making a lot of money. Due to
stock market fluctuation, there are chances for losing capital when price of
stock at time when it was bought was high and selling price of that
particular stock decline. The only solution for not losing money would be for
investors to sell their shares before they begin to decline. Thus, Stock price
prediction is required and is regarded as one of the most difficult task.
Future values may be predicted from past observations when consecutive
observations are dependent. The times series can be said as deterministic
if the future values of the time series can be predicted. Not all the time,
predicted values can be obtained from past data.
Methodology

In 1970, Box and Jenkins introduced the combination
Autoregressive, Integrated and Moving Average, popularly known as
ARIMA model. It is known as Box-Jenkins methodology too, compiled as a
group of activities to identify, estimate and predict ARIMA models. ARIMA
as well as individual models are most well-known methods in financial and
economical forecasting. Understanding ARIMA, one need to understand
white noise. White noise is defined as the assumption that each element in
a series is a random draw from a population with zero mean and constant
variance. For correction of violations of white noise assumptions,
Autoregressive (AR) and Moving average (MA) models are considered
best. ARIMA models may display efficient approximate forecasts. Below we
can see the individual effect of the model on particular set of data as well
as combination of 2 models, ARMA and lastly ARIMA model.
Autoregressive (AR) models
1. Autoregressive (AR) models are models in which the value of a

variable in one period is related to its values in previous periods.

2. AR(m) is an autoregressive model with m lags:
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3. e =p+YL ViV te
4. where p is a constant and yn, is the coefficient for 5. AR(l)isexpressed as:y, =pu+yy;_1 +€ = u+
the lagged variable in time t-m. y(Ly,) + €, Or (1-yL)y, = u+€,.

Moving average (MA) models: 2. MA(n) is a moving average model with n lags :
1. Moving average (MA) models describe the Ve =u+Yi,16;€_; +¢
possibility of a relationship between a variable Where 6,, is the coefficient for the lagged error
and the residuals from previous periods. term in time t-n.

3. MA(1) model is expressed as y, = u + 0, + €,

MA(l)with @ = 0.7 MA(l)with 8 = —0.7

Autoregressive moving average (ARMA) models 2. ye=pu+YT ViVt ety 166
1. Autoregressive moving average (ARMA) models

combine both m autoregressive terms and n

moving average terms, also ARMA (m,n).

ARMA(1.lY)with y = 08 and & = 0.7 ARMA(1.l)withy = —08and 6 = —0.7
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3. Modeling an ARMA (m,n) process
stationarity.

A stationary process has a mean and variance
that do not change over time and the process
does not have trends.

5. An AR(1) disturbance process: u; = pu;_; + €;

6. Is stationary if |p|<1 and ¢, is white noise.

The best part of this methodology is that one
can make changes in models according to their data.
Every model has its own importance in studying time
series. Yule, Slutsky and Yaglom introduced idea
ARMA models. Then after, some modification were
made by introducing Integrated model by Box and
Tiao in (1970) which is well-known as ARIMA model
or Box-Jenkins methodology. Using this model in
stock market for forecasting price can be done as
WAP are not randomly generated values and can be
used as discrete time series model, hence trend can
be studied and prediction can be carried out. Further if
data includes input variables, it is considered as
ARIMAX model derived from ARIMA model.

Since, for accuracy of result or forecasting
one need to transform the time series data rather than
simple prediction. This paper focus not only on the
prediction based on previous data, but with the help of
Box-Jenkins methodology, it is figure out the
efficiency of the predicted result for which investor can
get an idea for investing.
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The ARIMA model for Weighted Average
Price of stock market is developed using subsection
described below. Stock WAP data used for this paper
are historical daily stock prices obtained from BSE,
Indian Stock Exchange. The data composed of many
elements such as open price, low price, high price,
close price and WAP etc respectively. This paper
deals with WAP (Weighted Average Price) as it
represents the average price of the index. It also
reflects average of all the activities of the index in a
trading day. To determine the best ARIMA model
among several experiments are performed, different
ARIMA models can generated with the following
criteria.

1. Comparatively small of BIC (Bayesian or
Schwarz Information Criterion)

2. Relatively small Standard error.

3. Q-statistics and Correlogram for observing that
the selected model are white noise and have
stationarity into it. Stationarity test is carried out
using Augmented Dickey Fuller test (ADF).

ARIMA (m, d, n) Model for Shirpur Gold Refinery

Pvt. Ltd.

Shirpur Gold Refinery (SGR) stock data used
in this study covers the period from 4th Jan, 2010 to
17th Oct, 2017 having a total number of 2028
observations.

Figure 1: Graphical representation of stock WAP index

2010 2011 2012 2013

Figure 1 shows the original pattern of the
time series of WAP to study whether the time series is

2014
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stationary or not. From the figure shown above the
time series have random walk pattern.



P: ISSN NO.: 2321-290X RNI: UPBIL/2013/55327

VOL-6* ISSUE-8* (Part-2) April- 2019

E: ISSN NO.: 2349-980X Shrinkhla Ek Shodhparak Vaicharik Patrika

Fiaure 2a: Grapnhical representation of ACF and PACF
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From the figure 2a, the ACF dies down
extremely slowly which simply means that the time
series is non-stationary. If the series is not stationary,
it is converted to a stationary series by differencing.
Figure 2b is the Correlogram of Shirpur Gold refinery

time series. After the first difference, the series “D-
WAP” (Differenced-WAP) of stock index becomes
stationary as shown in figure 3 and figure 4 of line
graph and the ADF test after differencing respectively.

Figure 2b: Correlogram of Shirpur Gold Refinery
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Figure 3: Graphical representation of the Sgr stock price index after differencing
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Figure 4: Augmented Dickey-fuller test for WAP
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In above figure the model checking was Schwarz information criterion of 9073.069 and

done with Augmented Dickey Fuller (ADF) unit root
test on “D-WAP” of Shirpur gold refinery stock index.
The result confirms that the series becomes stationary
after the first-difference of the series.

Table 1 shows the different values of the
several ARIMA model experimented. ARIMA (2, 1, 2)
turn out to be the best for Shirpur Gold Refinery Stock
Index. The model returned the smallest Bayesian or

standard error of 2.143 as shown in Table 1.
In statistically forecasting, the best model
selected can be expressed as follows:
Y =01Y 1+ 60 5 +&
Where & =Y, —¥, (i.e. the difference
between the actual value of the series and the
forecast value.)

Table 1: Statistical Results Of Different Arima Parameters

Models BIC S.E.

(1,0,0) 9219.16 2.345
(1,0,1) 9102.933 2.272
(2,0,0) 9112.595 2.277
(0,0,1) 18533.84 23.24
(0,0,2) 16310.92 13.42
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(1,1,0) 9099.838 2.277
(0,1,0) 9217.538 2.346
0,1,1) 9089.997 2.272
(1,1,2) 9085.498 2.2698
(2,1,0) 9078.208 2.272
(2,1,2) 9073.069 2.143

Results and Discussion
Table 1 showed the best ARIMA model
among the list of different models tested with BIC and

S.E. values. Table 2 is the result of the predicted
values of ARIMA (2, 1, 2) considered the best model
for SGR stock index.

Table 2: Sample of Empirical Results of Arima (2,1,2) Of SGR Stock Index

For 95% confidence interwvals,
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Figure 5: graphical representation of the
accuracy of the predicted WAP level against actual
WAP of the ARIMA model selected. From figure, it
can be observed there are very minor difference
between predicted value and actual value which
indeed is satisfactory result.

Conclusion

This paper has presented the process of
Box-Jenkin’s methodology and building different
ARIMA model for WAP stock Prediction. Though it
also depends on other factor that affects the stock
market. Therefore data was selected on long-term
basis to include some of the factors. The results
obtained shows satisfactory prediction of stock price
with best ARIMA model among different models,
which can guide the investor to earn profit through
their decision.
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